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riesgo académico en estudiantes de licenciatura mediante cuatro fases: recopilacion, depuracion,
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estudiantes, uno de ellos con sefiales de desinterés emocional o académico. En la etapa predictiva, modelos
supervisados como MLP, SVM y Regresion Logistica alcanzaron precisiones del 95-96%. Los resultados
muestran que el aprendizaje automatico es clave para identificar estudiantes en riesgo y mejorar la
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ABSTRACT: Educational Data Mining (EDM) applies data science methods to analyze academic
information and support evidence-based decision-making. This research article, conducted at a Higher
Education Institution in Mexico, identifies patterns associated with academic success or risk among
undergraduate students through four phases: data collection, cleaning, modeling, and analysis. Using
unsupervised techniques such as PCA and K-means, three student profiles were identified, one of which
exhibited signs of emotional or academic disengagement. In the predictive stage, supervised models such
as MLP, SVM, and Logistic Regression achieved accuracies of 95-96%. The findings demonstrate that
machine learning is a key tool for identifying students at risk and strengthening institutional intervention.
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INTRODUCCION.

La Mineria de Datos Educativa (Educational Data Mining, EDM) es una disciplina en constante
crecimiento que se ha consolidado como una herramienta importante para el analisis de grandes volimenes
de datos generados en contextos académicos. Su principal objetivo es descubrir patrones y tendencias
ocultas en los datos, con el fin de generar conocimiento util que apoye a la toma de decisiones en el ambito
educativo, particularmente en la mejora del rendimiento estudiantil (Trung et al., 2023).

Uno de los principales desafios en el campo de la EDM radica en tres aspectos criticos que limitan su
efectividad:

(1) Limitaciones algoritmicas, ya que muchos modelos utilizados para predecir el rendimiento académico

y la desercion escolar presentan deficiencias tanto en precision como en aplicabilidad contextual.
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(2) Dificultades en la integracion de datos heterogéneos, dado que una aplicacion efectiva de EDM exige

combinar datos sociales, conductuales y cognitivos, lo cual se ve obstaculizado por la ausencia de formatos
estandarizados y sistemas interoperables.

(3) Baja transferencia a la practica educativa, ya que persiste una brecha significativa entre los avances
teoricos de la EDM y su implementacion real en instituciones educativas, especialmente en regiones en
vias de desarrollo (Colpo et al., 2024).

En respuesta a estas limitaciones, la presente investigacion se orienta al analisis de datos académicos de
una Institucion de Educacion Superior (IES) con el fin de identificar patrones relevantes que permitan
predecir el éxito o fracaso académico de estudiantes de nivel licenciatura; para ello, se desarrolla un caso
de estudio mediante la aplicacion de algoritmos de aprendizaje automético, tanto supervisado como no
supervisado, siguiendo una metodologia sistematica que contempla las siguientes etapas: recoleccion y
preprocesamiento de datos, seleccion y validacion de modelos, e interpretacion de resultados. Este
enfoque busca contribuir al cierre de la brecha entre la teoria y la practica, ofreciendo herramientas
analiticas con potencial de aplicacion directa en contextos educativos reales.

Los resultados obtenidos mediante los algoritmos de aprendizaje no supervisado permitieron identificar
tres grupos distintos de estudiantes; entre ellos, el grupo uno se destaco, ya que mostro indicios de posible
desvinculacion emocional o académica, lo que sugiere la necesidad de implementar estrategias de
intervencion temprana tales como programas de orientacién psicologica, mentoria personalizada y
asesoramiento vocacional. Adicionalmente, se entrenaron varios modelos de aprendizaje supervisado para
evaluar su capacidad predictiva. Los algoritmos que demostraron el mejor desempeio fueron el Perceptron
Multicapa (Multilayer Perceptron, MLP), las Maquinas de Soporte Vectorial (Support Vector Machines,
SVM) y la Regresion Logistica (Logistic Regression, LR). Estos modelos alcanzaron una precision global

(accuracy) del 95%, una precision (precision) del 96%, una sensibilidad (recall) del 96% y un puntaje F1
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(F1-score) también del 96%, lo que evidencia su alta capacidad para clasificar correctamente estudiantes

nuevos en funcidn de los datos analizados.

La estructura de este articulo se organiza de la siguiente manera: en la Seccion del desarrollo se describen
los trabajos relacionados, se describe detalladamente el método utilizado y se presenta el caso de estudio,
con el fin de ilustrar paso a paso la aplicacion de la metodologia. Finalmente, se presentan las conclusiones

del estudio.

DESARROLLO.

Revision de la literatura.

El proposito de esta investigacion no es comparar directamente el desempefio de algoritmos con trabajos
previos; no obstante, resulta pertinente realizar una revision de la literatura para identificar los algoritmos
mas empleados en el campo de la Mineria de Datos Educativa. En esta seccion se analizan diversos
estudios que han aplicado algoritmos de aprendizaje automatico para el andlisis de datos académicos,
proporcionando un marco de referencia contextual que sustenta la presente investigacion.

Mengash (2020) aplico técnicas de mineria de datos educativa para evaluar y predecir el rendimiento
académico de estudiantes universitarios. En su estudio se entrenaron cuatro algoritmos de aprendizaje
automatico: las redes neuronales, los arboles de decision, las méquinas de vectores de soporte (SVM) y
Naive Bayes, utilizando un conjunto de datos conformado por 2,039 estudiantes de una universidad
publica en Arabia Saudita. Los resultados mostraron que el modelo basado en redes neuronales obtuvo el
mejor desempefio, alcanzando una precision del 79%.

Por su parte, A. Khan & Ghosh (2021) realizaron una revision sistemadtica de la literatura centrada en la
modelizacion del rendimiento académico en instituciones de educacion superior, considerada una de las
problematicas més relevantes y complejas dentro de la mineria de datos educativa. Los autores examinaron
140 articulos publicados entre 2000 y 2018, todos relacionados con la prediccion del rendimiento

estudiantil, para lo cual emplearon diversas cadenas de buisqueda en Google Scholar. La revision permitio
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identificar los predictores mas utilizados, los métodos empleados, el momento en que se realiza la

prediccion y sus propositos principales; asimismo, el meta-analisis evidencid futuras lineas de
investigacion, entre ellas la prediccion temprana del rendimiento académico antes del inicio del curso.
De manera complementaria, Xiao et al (2022) reforzaron la importancia de la prediccion del rendimiento
estudiantil como uno de los principales retos en la mineria de datos educativa, especialmente por la
necesidad de contar con modelos altamente interpretables. Su estudio consistid en una revision
bibliografica de trabajos publicados entre los afios 2016 y 2021, con el objetivo de identificar los factores
que influyen de manera significativa en el proceso de aprendizaje. Los resultados obtenidos ofrecen
insumos valiosos para la toma de decisiones orientadas a mejorar el desempefio académico.
Investigaciones recientes también han demostrado, que las técnicas de mineria de datos educativa
permiten detectar patrones ocultos en el comportamiento académico, los cuales pueden emplearse para
anticipar el éxito estudiantil a partir de datos histéricos; asimismo, se reconoce la influencia de factores
sociales en el rendimiento académico (M. Khan et al., 2023). En este estudio, los autores analizaron
diversas técnicas de mineria de datos para examinar patrones de conducta y predecir el desempeiio
estudiantil, encontrando una correlacion significativa entre el rendimiento académico y multiples factores
tanto académicos como sociales. Estos hallazgos permiten identificar a estudiantes en riesgo que podrian
beneficiarse de intervenciones oportunas por parte del profesorado.

Finalmente, Meneses Claudio (2024) reporta que la desercion estudiantil durante los primeros afos
universitarios contintia siendo un problema critico a nivel global. De acuerdo con datos de la Organizacion
de las Naciones Unidas para la Educacidn, la Ciencia y la Cultura (UNESCO), la tasa de abandono escolar
supera el 30%. Con base en este contexto, los autores presentan un estudio en el que se emplean diversas
técnicas de mineria de datos educativa, entre ellas el analisis de conglomerados, los arboles de decision y
las redes neuronales. El objetivo fue predecir el rendimiento académico e identificar los factores mas

influyentes en la desercion de estudiantes de Ingenieria de la Universidad Nacional Autdnoma de México
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durante 2022. La validacion de los modelos mostrd una precision promedio del 91.2%, con una desviacion

estandar del 2.7%.

Discusion de la revision de la literatura.

Con base en la revision de la literatura presentada, se puede observar que existe un consenso claro respecto
a la utilidad de la Mineria de Datos Educativa como una herramienta poderosa para analizar grandes
volumenes de datos académicos y predecir el rendimiento estudiantil. Esta evidencia respalda la relevancia
de nuestra investigacion, aunque el proposito no sea comparar directamente los algoritmos, sino proponer
un enfoque contextualizado y metodoldgicamente solido.

Los estudios analizados destacan el uso recurrente de algoritmos como redes neuronales, arboles de
decision, méaquinas de soporte vectorial (SVM) y Naive Bayes, lo cual refleja una tendencia consolidada
hacia el empleo de modelos tanto interpretables como robustos. En particular, se observa que las redes
neuronales han sido ampliamente adoptadas debido a su capacidad de modelar relaciones complejas en
los datos, alcanzando altos niveles de precision como en el caso de Mengash (2020), donde se logrd un

79% de acierto en la prediccion del rendimiento académico.

Metodologia.

Para llevar a cabo nuestro estudio se utiliza una metodologia que consta de cuatro pasos, los cuales son:
recoleccion de datos y validacion, preprocesamiento, seleccion de modelos y validacion e interpretacion
de resultados. A continuacion, se describe cada una de las cuatro etapas de la metodologia.

a) Recoleccion de datos.

En esta etapa se elabora un cuestionario que incorpora diversos factores asociados al desempefio
estudiantil, entre ellos variables académicas, socioecondmicas, psicologicas, motivacionales e
institucionales. Para validar la calidad y pertinencia de los items que conforman el instrumento, se

emplearon dos métricas ampliamente reconocidas: la V de Aiken, utilizada para evaluar la validez de
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contenido (Merino-Soto, 2023), y el alfa de Cronbach, destinado a medir la consistencia interna del

cuestionario (Tavakol & Dennick, 2011).

b) Preprocesamiento de la informacion recolectada.

En esta etapa, se aplica una técnica de preprocesamiento de datos denominada OneHotEncoder. La técnica
OneHotEncoder se utiliza en aprendizaje automatico para convertir variables categéricas a una
representacion numérica binaria, esto para que los algoritmos de aprendizaje automatico lo puedan

entender (Kosaraju et al., 2023).

¢) Seleccion de modelos y validacion.

Una vez procesada la informacidon a una representacion numérica, de tal modo que los algoritmos lo
puedan entender, se aplican técnicas de aprendizaje no supervisado como son algoritmos de reduccion de
dimensiones y algoritmos de agrupamiento de objetos; esto para encontrar patrones en los datos. Una vez
agrupada la informacion, esta es dividida en 2 conjuntos, el 80% para entrenar los modelos de aprendizaje
supervisado y el 20% para probar los modelos. Los modelos de aprendizaje supervisado que se seleccionan
son: Perceptron Multicapa, las Maquinas de Soporte Vectorial, Regresion Logistica, y Random Forest.
Estos modelos se seleccionan, ya que son de los algoritmos mas utilizados para analisis de datos
académicos, de acuerdo a la literatura reportada en la seccion II de este documento.

Para validar los modelos seleccionados, se genera la matriz de confusion para cada modelo y se generan
las métricas de Exactitud (Accuracy), Precision, Sensibilidad (Recall) y F1-score. La matriz de confusion
es una herramienta fundamental para evaluar el rendimiento de los modelos de clasificacion, ya que
proporcionan una forma estructurada de visualizar los resultados de las predicciones frente a los resultados
reales. La métrica de exactitud proporciona la relacion entre las instancias predichas correctamente y el
total de instancias. La métrica de precision proporciona la relacion entre los verdaderos positivos y la
suma de los verdaderos y falsos positivos, que indican la calidad de las predicciones positivas. La métrica

de sensibilidad proporciona la relacion entre los verdaderos positivos y la suma de los verdaderos positivos



8
y los falsos negativos, que refleja la capacidad del modelo para identificar instancias relevantes. La métrica

de Fl-score describe la media armonica de la precision y la sensibilidad, describe un equilibrio entre

ambas métricas (Sowmiya Narayanan & Manimaran, 2024).

d) Interpretacion de resultados.

Una vez obtenido los resultados por los modelos, es necesario realizar una interpretacion de los resultados,
ya que los modelos sélo preprocesan la informacién, pero no arrojan recomendaciones para tomar
decisiones. Es necesario, que el experto en los datos interprete los resultados obtenidos por los modelos

para brindar recomendaciones al cliente, y de esta manera, se tomen buenas decisiones.

Caso de Estudio.

Con el proposito de contribuir al cierre de la brecha entre la teoria y la practica de la EDM, se toma como
caso de estudio una Institucion de Educacion Superior (IES), en este caso el Instituto Tecnologico de
Iztapalapa III. Esta institucion se selecciona por darnos las facilidades de aplicar EDM en sus estudiantes.
A continuacién, se describe cada una de las actividades que se siguieron para aplicar las técnicas de

mineria de datos educativa con el propdsito de detectar patrones en los datos.

Recopilacion de informacion y seleccion de la muestra.

En este apartado se detalla como fue que se construye el cuestionario y se selecciona el tamano de la
muestra.

Construccion del cuestionario.

En esta etapa se construye un cuestionario que contiene 31 preguntas agrupadas en cuatro factores los
cuales son: factor académico, factor socioecondmico, factor psicolégico y motivacional, y finalmente, el
factor institucional. Para mas informacion sobre el cuestionario construido, se invita al lector a consultar

el siguiente enlace: Hacer clic para consultar cuestionario.
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Validacion del cuestionario.

Para validar el cuestionario, se utiliza la métrica de V de Aiken, la cual se muestra en la Ecuacién 1. La
métrica de V de Aiken se evaliia antes de aplicar el cuestionario a los estudiantes y su proposito es validar
el contenido de las preguntas que conforman el cuestionario. La métrica de V de Aiken consiste en solicitar
a un grupo de expertos que califiquen cada pregunta del cuestionario en una escala ordinaria con respecto
a su relevancia, claridad o coherencia. En la presente investigacion, la muestra de expertos que se
selecciona fue de 8 personas expertas en el area de psicologia y la escala que se utiliza fue una escala
discreta categorica (No cumple con el criterio, Poco relevante, Neutral, Preciso y Calidad relevante). La
formula de la V de Aiken es la siguiente:

_ X(x=D
T ON(k-D) (1)

donde:

x; = Puntuacion otorgoda por el experto i.

[ = menor puntuacién posible en la escala.

k = mayor puntuacion posible en la escala.

N = numero de expertos que calificaron el item.

Para mas informacion del cuestionario aplicado a los expertos en psicologia, se invita al lector a consultar

el cuestionario en el siguiente enlace: hacer clic para consultar el cuestionario. Como se muestra, cada

pregunta cuenta con una respuesta en la siguiente escala: No cumple con el criterio (valor 1), poco

relevante (valor 2), neutral (valor 3), preciso (valor 4) y finalmente calidad relevante (valor 5).

Seleccion de la muestra.

Una vez construido y validado el cuestionario por un conjunto de expertos en el area de psicologia, se
selecciona una muestra de un total de 430 estudiantes. El tamafo de la muestra se selecciona debido a que
solo 430 estudiantes mostraron disponibilidad e interés para responder objetivamente un listado de 31

peguntas seleccionadas. El tamafio de la muestra estd conformado como sigue: 177 son estudiantes de
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cuarto semestre, 105 de segundo semestre, 50 de octavo semestre, 37 de quinto semestre, 18 estudiantes

no egresados, 16 de noveno semestre, 12 de tercer semestre, 11 egresados y titulados. y finalmente. 4 de
primer semestre.

Para validar las respuestas de los estudiantes, se utiliza la métrica de Alfa de Cronbach, la cual se muestra
en la Ecuacion 2. Esta métrica se utiliza después de aplicar el cuestionario y su objetivo es validar la
consistencia interna y fiabilidad del conjunto de preguntas del cuestionario. La métrica del alfa de
Cronbach indica el mejor valor de alfa cuando o> 0.80 lo que expresa una “muy buena consistencia’;

por otro lado, cuando «> 0.70 indica que es “buena consistencia”.

o= (=23 @)
donde:
x= coeficiente de fiabilidad de Alfa de Cronbach.
k = ntmero de items del cuestionario.
of = varianza de item i.
02 = varianza total de test.
Con el proposito de ejemplificar el calculo del coeficiente Alfa de Cronbach, en la Tabla 1 se presentan
las respuestas de 13 estudiantes a un cuestionario conformado por 6 preguntas. A partir de estos datos, se
calcularon las varianzas individuales de cada pregunta y la varianza total del instrumento, obteniendo un
valor de Alfa de Cronbach de 0.75. Este resultado indica un nivel adecuado de consistencia interna entre

los items del cuestionario.

6 ( 6.1065

— —16.5207> = 0.756447



Tabla 1. Ejemplo de calculo de alfa de Cronbach.

11

No. Q1 Q2 Q3 Q4 Q5 Qo6 Total
1 1 5 4 3 2 4 19
2 4 3 3 4 3 4 21
3 3 4 4 4 4 5 24
4 2 3 3 3 3 5 19
5 4 3 5 3 4 5 24
6 4 5 4 3 2 5 23
7 4 3 3 3 3 3 19
8 3 3 3 2 2 5 18
9 5 4 4 5 4 4 26
10 1 3 3 2 1 1 11
11 3 4 4 2 4 3 20
12 1 3 3 2 2 4 15
13 2 5 4 4 5 5 25

Varianza 1.67 0.67 0.39 0.84 1.23 1.30 16.52

Preprocesamiento de informacion.

Una vez validado el cuestionario, el siguiente paso de la metodologia es limpiar la informacién; de tal
modo, que los algoritmos la puedan entender; para ello, se preprocesa la informacion verificando valores
faltantes y valores infinitos; por otro lado, se codifican las respuestas a una representacion numérica
utilizando la técnica OneHotEncoder. La técnica OneHotEncoder es empleada en el campo de aprendizaje
automatico para convertir variables categoricas a una representacion numérica binaria; esto para que los
algoritmos de aprendizaje automatico lo puedan entender.

Enla Tabla 2 se muestra un ejemplo de la codificacion segtn las respuestas de los estudiantes. La pregunta
de ejemplo es la siguiente: ;cudl fue tu promedio en el Gltimo semestre?, sus posibles respuestas son: 5 o
menos-reprobado (x1), 6-suficiente (x2), 7-aprobado (x3), 8-bien (x4), 9-notable (x5) y 10-sobresaliente

(x6). Aunque las respuestas tienen una relacion ordinal, OneHotEncoder las convierte en variables
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dummies binarizadas, generando una nueva columna por cada categoria, con valores de 0 y 1 segln la

respuesta del estudiante. Con esto se evita que el modelo asuma una relaciéon numérica arbitraria entre las
categorias. Para la pregunta de ejemplo mencionada anteriormente, la codificacion aplicando
OneHotEncoder se representa en la Tabla 2.

Tabla 2. Ejemplo de codificacion OneHotEncoder.

Promedio x6 x1 x2 x3 x4 x5
x1 0 1 0 0 0 0
X2 0 0 1 0 0 0
x3 0 0 0 1 0 0
x4 0 0 0 0 1 0
x5 0 0 0 0 0 1
x6 1 0 0 0 0 0

Seleccion de modelos y validacion.

Una vez preprocesada la informacion, el siguiente paso consiste en aplicar modelos de aprendizaje no
supervisado con el propdsito de identificar patrones ocultos en los datos académicos. Tras codificar las
variables categéricas mediante la técnica OneHotEncoder, la base de datos educativa alcanza una
dimension de 430 instancias por 148 atributos. El nimero de atributos incrementa debido a que la técnica
OneHotEncoder toma a una pregunta y sus posibles respuestas, y estds las expresa como atributos sin
considerar la pregunta original.

Dado el elevado nimero de atributos, se requiere una visualizacion efectiva de los datos que permita
detectar tendencias y agrupaciones; para ello, se recurre a una técnica de reduccion de dimensionalidad
conocida como Analisis de Componentes Principales (Principal Component Analysis, PCA). El algoritmo

PCA permite transformar el espacio original de atributos en un espacio de menor dimension, conservando
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la mayor cantidad de varianza posible (Alkandari & Aljaber, 2015). En esta investigacion, se busca

automaticamente el mejor nimero de componentes usando el criterio de varianza explicada acumulada;
en este caso, el 95%. En la Figura 1 se muestra como la varianza explicada acumulada crece conforme se
agregan mas componentes principales. Se observa, que alrededor de 72 componentes principales explican
el 95% de la varianza, lo cual es un umbral cominmente utilizado para reduccion de dimensiones sin

perder demasiada informacion.

Varianza Explicada Acumulada por Componentes de PCA

1.0 4 ——- 95% varianza explicada

0.8 A

0.6

Varianza Acumulada

0.4 4

0.2

T
0 20 40 60 80 100 120 140
Numero de Componentes Principales

Figura 1. Varianza explicada acumulada.
El siguiente paso consiste en aplicar un algoritmo de aprendizaje no supervisado, especificamente K-
means, con el objetivo de identificar patrones subyacentes en los datos académicos. Este algoritmo
requiere definir previamente el nimero de grupos (K) que se desea formar. Para seleccionar un valor

adecuado de K, se emplearon dos métodos ampliamente utilizados: el método del codo (elbow method)
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(Shi et al., 2021) y el coeficiente de silueta promedio (Mamat et al., 2018). Los resultados obtenidos se

presentan en la Figura 2.

En ambas representaciones se observa que la curva de inercia comienza a estabilizarse alrededor de K =

3 0 K =4, lo cual sugiere que estos valores podrian reflejar la estructura natural de los datos, y por tanto,

ser los mas apropiados para el agrupamiento.

tMétode del Codo para determinar &l numero optimo de grupos (k)
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Figura 2. Método del codo y el método de coeficiente de silueta promedio para buscar el nimero de

grupos adecuados.

Una vez identificado el valor adecuado de K, se procede a instanciar el algoritmo de agrupamiento K-

means de Scikit-learn, configurandolo con el valor de K=3, una semilla fija (random_state=42) y un

numero de inicializaciones igual a 10 (n_init=10). El resultado final del agrupamiento se presenta en la

Figura 3, y solo se visualizan los dos primeros componentes principales del algoritmo PCA y en donde se

identifican tres grupos principales: grupo 0 (color azul), grupo 1 (color naranja) y grupo 2 (color verde).
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Figura 3. Visualizacion de los grupos con el algoritmo K-means después de aplicar PCA.
Para dar una interpretacion a cada grupo se utilizan dos fuentes clave de informacion: calculo de la moda
por grupo, y analisis cualitativo de las variables dominantes. A continuacion, se explica la interpretacion
detallada por grupo basada en la moda de las respuestas.
El grupo 0 (Tabla 3), es un grupo con madurez académica, buenos resultados, alto apoyo familiar, y buena
percepcidn institucional. Se sugiere fomentar liderazgo y participacion en tutorias o mentorias.

Tabla 3. Descripcion del grupo 0 (color azul).

Estudiantes Técnicamente Satisfechos y Apoyados

Edad: Mas de 21 afos

Carrera: Ingenieria civil

Sexo: Hombres

Promedio: Generalmente buenos (“8: bien”)
Satisfaccion con ensenanza y métodos: Alta (“Satisfechos™)
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Motivacién y apoyo familiar: Alta (“Muy motivados”, “Siempre”)
Equilibrio vida-escolar: Bien logrado
Abandono de estudios: No, nunca.

El grupo 1 (Tabla 4) representa a estudiantes con posibles casos de desvinculacion emocional o académica.

Se sugiere atencion mediante programas de orientacion psicologica, mentoria personalizada, y asesoria

vocacional.
Tabla 4. Explicacion del grupo 1 (color naranja).
Estudiantes Jovenes y Motivados
Edad: Mas de 21 afios
Carrera: Ingenieria civil
Sexo: Hombres
Promedio: 8: bien, es aceptable, pero percepcion
neutral en muchas respuestas.
Satisfaccion con ensefianza y métodos: Neutral
Motivacion y apoyo familiar: Neutral
Equilibrio vida-escolar: Neutral
Abandono de estudios: Posiblemente

El grupo 2 (Tabla 5), representa a estudiantes con alto compromiso y desempefio, probablemente en
transicion hacia curso avanzados. Se recomienda fortalecer programas de reconocimiento académico y

liderazgo estudiantil.
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Tabla 5. Explicacion del grupo 2 (color verde).

Estudiantes Neutrales y Desconectados
Edad: 20 afios
Carrera: Ingenieria en informética
Sexo: Mujer
Promedio: Generalmente buenos (“8: bien”)
Satisfaccion con ensefanza y métodos: Alta (“Satisfechas™)
Motivacién y apoyo familiar: Alta (“Muy motivadas”, “Siempre”)
Equilibrio vida-escolar: Bien logrado
Abandono de estudios: No, nunca.

Para validar los resultados del agrupamiento, se utilizan dos métricas: la primera denominada Indice de
Calinski-Harabasz, y la segunda el Coeficiente de Silueta. El Indice de Calinski-Harabasz evaltia qué tan
bien separados estan los grupos. Cudnto mas alto es el valor, mejor la separacion inter-grupo frente a la
compacidad intra-grupo; por otro lado, el Coeficiente de Silueta evalia la coherencia interna del
agrupamiento. Un valor cercano a 0 indica grupos que se solapan.

Una vez etiquetados nuestros datos con el algoritmo de agrupamiento K-means, el siguiente paso es validar
nuestros resultados con algoritmos de aprendizaje supervisados. Para este caso se seleccionan cuatro
modelos: el Perceptron Multicapa (Multilayer Perceptron, MLP), las Méaquinas de Soporte Vectorial
(Support Vector Machines, SVM), la Regresion Logistica (Logistic Regression, LR) y el Random Forest
(FR). El desempeitio de cada algoritmo se puede observar en la Tabla 6.

Como se observa en la Tabla 6, el algoritmo que obtuvo mejores resultados fue el Perceptron Multicapa,

seguido de la Maquina de Soporte Vectorial, y la Regresion Logistica.
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Tabla 6. Resultados de algoritmos de aprendizaje supervisado.
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LR 0.9535 | 09587 | 0.9543 | 0.9563 | 09543 | 0.9535 | 0.9536
FR 0.9302 | 09380 | 0.9310 | 0.9290 | 09369 | 0.9302 | 0.9280
SVM | 0.9535 | 09658 | 0.9467 | 0.9542 | 09583 | 0.9535 | 0.9538
MLP | 0.9535 | 09576 | 0.9599 | 0.9582 | 09550 | 0.9535 | 0.9536

Interpretacion de resultados y discusion.

El andlisis de los resultados obtenidos mediante algoritmos de aprendizaje no supervisado,
especificamente K-means en conjunto con PCA, el método del codo y el coeficiente de silueta promedio,
indicd que la agrupacion O6ptima de los datos académicos corresponde a tres grupos. Dos de estos grupos
estan conformados por estudiantes con indicadores positivos de madurez académica, rendimiento escolar
sobresaliente, alto nivel de apoyo familiar, y percepcion institucional favorable; no obstante, el grupo 1
revela patrones asociados a una posible desvinculacion emocional o académica, lo que sugiere la

necesidad de atencion focalizada mediante programas de orientacion psicologica, mentoria personalizada

y acompafiamiento institucional.

Para caracterizar los grupos identificados, se realizé un analisis cualitativo complementado con el célculo

de la moda por variable dentro de cada cluster, lo que permitid interpretar las variables dominantes que

describen los perfiles estudiantiles.
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Posteriormente, se entrenaron modelos de aprendizaje supervisado con el objetivo de predecir la

pertenencia de estudiantes nuevos (no incluidos en los conjuntos de entrenamiento ni de prueba) a alguno
de los grupos previamente identificados. Los resultados obtenidos demuestran que es factible realizar
predicciones confiables sobre el grupo de pertenencia de nuevos estudiantes con caracteristicas similares,
permitiendo asi la deteccion temprana de posibles casos de riesgo académico o emocional, y facilitando

la toma de decisiones para la intervencion oportuna por parte de las instituciones educativas.

CONCLUSIONES.

Este estudio presenta una contribucién significativa al campo de la Mineria de Datos Educativa (EDM)
mediante la aplicacién de un enfoque metodoldgico estructurado en cuatro etapas: recoleccion de datos,
preprocesamiento, seleccion de modelos, e interpretacion de resultados.

El caso de estudio presentado se centra en una Institucion de Educacion Superior perteneciente al
Tecnologico Nacional de México, considerando una muestra de 430 estudiantes de distintos niveles
académicos. Los datos fueron recolectados a través de un cuestionario validado mediante los coeficientes
de V de Aiken y Alfa de Cronbach, garantizando asi la fiabilidad y consistencia de las variables
consideradas.

Para la reduccion de dimensionalidad se emple6 el algoritmo PCA (Analisis de Componentes Principales),
mientras que el agrupamiento de estudiantes se llevdo a cabo utilizando el algoritmo K-means,
seleccionando automaticamente el numero optimo de componentes y de grupos mediante el método del
codo y el coeficiente de silueta promedio. El anélisis permitio identificar un grupo de estudiantes con
indicios de desvinculacién emocional y/o académica, lo que sugiere la necesidad de implementar
estrategias de intervencion como programas de orientacion psicoldgica, mentoria personalizada y
asesoramiento vocacional. Posteriormente, se entrenaron y compararon cuatro modelos de aprendizaje
supervisado: el Perceptron Multicapa (Multilayer Perceptron, MLP), las Maquinas de Soporte Vectorial

(Support Vector Machines, SVM), la Regresion Logistica (Logistic Regression, LR) y el Random Forest
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(FR), destacando la MLP, SVM y LR por su mayor desempefio. La validacién de los modelos se realizo

mediante matrices de confusion y métricas estandar como exactitud, precision, sensibilidad (recall) y F1-

SCore.

Como trabajo futuro, se propone ampliar el tamafo de la muestra, incluir diversas instituciones del mismo

subsistema educativo y evaluar el desempefio de modelos emergentes de aprendizaje automatico, con el

fin de robustecer la generalizacion de los hallazgos y avanzar hacia sistemas de alerta temprana para la

prevencion del abandono escolar.
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